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1. 上周计划及其完成情况：
   1. 工作总结

写了几个帮助数据分析的小程序，包括选择部分股票生成输入数据，LDA输入数据格式和普通矩阵输入格式的转换，TFIDF的计算工具。

我对这个模型的理解是这样的：有两组不同的话题W和Z，这两组话题间两两可能存在关联（就像一个二分图），而能够观察到的两个view中的信息（X和Y）分别是由W、Z中选中的某个话题w、z独立产生的，X和Y之间的关联是由于w和z之间有关联所致。

那么这样的话，是不是可以把w生成X的过程看作是一个普通的topic产生观察向量的过程，z产生Y的过程同样。所以在E = E[XY'] =

PAQ' 这个式子中，P、Q就是W、Z两组话题中每一个话题产生每一次词的概率所组成的一个矩阵？所以就有E = \sum{w, z} P(xi | w)P(w, z)P(yj | z)=PAQ'。

这样的话，实际P、Q可以用LDA或者类似的算法直接估计出来，而A只要是所有元素的和为1的一个矩阵，并且让E-PAQ'的每个元素的平方和最小就可以了。

由于话题模型本身的特点（把一个文档看作若干词的组合，而不管它们之间的顺序），所以用来表示有时间性的股价信息可能有点问题。目前我采取的是这样一种方法：建立一个词典“第一天跌1%”、“第一天涨1%”、“第二天跌1%”、“第二天涨1%”……，这样就可以把股价当作词频来处理了。计算E[XY']的时候要求的X、Y实际是频率而不是一个词出现的次数。这一点我之前也搞错了，所以得不到有意义的结果。

刘隽给了我到六月底的所有股价数据，不过我发现选择一段相同的时间段，里面的数据条目数是不一样的。所以先是写了一个小程序来选择一些股票某一时间段的数据（还写了一些数据预处理的小工具），如果缺失就认为涨跌幅为0。我选择的是上市时间最长的100只股票，对它们的经营范围和股价涨跌幅，各用LDA聚成六个话题，以此计算出P和Q。然后再算出了A。

* 1. 主要成果

在钢铁、银行、医药领域各选择了12只股票，选择2005年7月15日到2007年7月15日这段时间的数据：

b1-600000 b2-600015 b3-600016 b4-600035.

p1-600085 p2-600129 p3-600422 p4-000423.

s1-600019 s2-000959 s3-000709 s4-000581.

用3个话题做了LDA，在经营范围方面的结果如下：

代理 业务 政府 服务 金融债 批准 拆借 管理 监督 经营 保险业 咨询 投资 自营 技术 制造 进出口业 各类 开发 内燃机 燃油 测试 农用 用车 汽车

技术 经营 加工 保健 包装 服务 销售 开发 中成药 制造 营养液 不含 西药 零售 普通 货运 制剂 转让 咨询 机械 进出口业 种植 中药材 货物 劳务

技术 服务 经营 机械 安装 销售 开发 咨询 化工 进出口 除外 国家 钢铁 材料 制造 限定 禁止 汽车 业务 冶金 冶炼 转让 加工 管理 设计

和预期相符。

计算A矩阵，结果如下：

0.0855 0.1301 0.1177

0.0855 0.1301 0.1177

0.0855 0.1301 0.1177

其中i行j列应代表价格走势的第i个话题和经营范围的第j个话题共现的概率。从上述结果来看，与价格走势无关。在价格上用12个话题、经营范围上用3个话题，得到的A矩阵如下：

0.0196 0.0235 0.0391

0.0196 0.0235 0.0391

0.0196 0.0235 0.0391

0.0196 0.0235 0.0391

0.0196 0.0235 0.0391

0.0196 0.0235 0.0391

0.0196 0.0235 0.0391

0.0196 0.0235 0.0391

0.0196 0.0235 0.0391

0.0196 0.0235 0.0391

0.0196 0.0235 0.0391

0.0196 0.0235 0.0391

提示价格走势无法区分这3个话题。

再改用2007年7月到2009年7月的数据，价格分6个话题，得到的A矩阵如下：

0.0197 ***0.1136*** 0.0404

0.0325 0.0744 0.0627

0.0357 0.0654 0.0641

0.0334 0.0702 0.0584

0.0370 0.0691 0.0591

***0.0444*** 0.0466 ***0.0679***

说明在这段时间内，第二个话题（制药）和其余话题（银行和钢铁）走势上有所不同，以第1种为主。
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1. 下一周详细安排计划：
   1. 目标

着手考虑如何完善对模型的描述；主要考虑如何更有效地表达走势（和先后次序相关的信息如何运用话题模型）。

* 1. 详细安排
  2. 阅读文献

Xuerui Wang , Andrew Mccallum: Topics over time: a non-Markov continuous-time model of topical trends, In SIGKDD ’06

1. 补充说明